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1 Introduction

There has been much discussion over many meetings in the DSL Forum about the most effective approach to automatic service configuration. Finding the solution that best addresses the key architectural requirements set forth in WT-060 (Auto-Configuration Architecture and Framework) [25] while at the same time minimizing the scope and effort of the implementation has been no easy task. 

Both SNMP and LDAP have been put forward as technologies to address the problem, and both have advantages and disadvantages. In this contribution, a solution based on modifications to UPnP is proposed. 

For convenience and brevity, this solution will be referred to throughout this document as SPnP (Secure Plug and Play).  This is to underscore that while a significant part of the proposal is based on UPnP, it is not UPnP, and there are a number of critical differences especially related to security which are not adequately addressed by UPnP. The UPnP Forum has been provided this document for review and comment and has been helpful in providing guidance where SPnP and UPnP converge.

1.1 SPnP in a Nutshell 

At first glance, it’s hard to see how UPnP can satisfy the requirements of automatic service configuration for a B-NT. After all, the UPnP architecture document [22] indicates it was “designed for pervasive peer-to-peer network connectivity of intelligent appliances, wireless devices, and PCs of all form factors”, and is focused on bringing “easy-to-use, flexible, standards-based connectivity to ad-hoc or unmanaged networks . . . to enable seamless proximity networking”. How does that apply to the service provider attempting to manage hundreds of thousands or millions of devices in a thoughtfully planned way? Where management is not ad hoc, but carefully orchestrated to ensure devices operate within the designs of the network to ensure service level agreements can be met? Where security is critically important, and the concept of arbitrary management systems announcing themselves and ‘discovering’ devices to manage is not only silly but dangerous? 

Well, in fact, it turns out that the majority of the services UPnP provides for managing devices in ‘ad hoc’ networks are also very effective in addressing the requirements of managing devices in very large-scale public networks, indeed for managing any kind of network. The standard management functions represented by FCAPS (fault, configuration, accounting, performance, and security) are well served by the description, control, eventing, and presentation steps of UPnP. However, a key attribute of UPnP, mutual control point and device ‘discovery’, is problematic to say the least, and addressing this is much of the focus of this contribution.

There are three key requirements in managing provider-based public networks that are at odds with UPnP Discovery. These can seen in the more structured roll of the management systems, the added importance of security, and in the problems associated with scaling to millions of managed elements. 

It is hard to imagine a service provider deploying a network with tens of thousands of devices multicasting advertisements for their services, while arbitrary management systems are finding and controlling these devices, each making whatever changes are deemed necessary to best serve its purposes. 

SPnP addresses this problem by replacing the ‘Discovery’ step of UPnP with a ‘Provisioning’ step. The provisioning step eliminates all multicast advertisements, allows only explicitly identified management systems access to the device, and provides a mechanism to download a configuration to the device at startup to ensure its behavior is consistent with its role in the network. With some minor changes to ‘Addressing’ and ‘Eventing’, SPnP then becomes an excellent solution for not only the problem of automatic service configuration, but also of all of the other management functions required to deliver service, including fault and performance management, image management, and any of the other requirements of a quality service delivery in both managed and semi-managed networks. 

1.2 SPnP and UPnP 

Understanding SPnP requires a thorough understanding of UPnP. For those unfamiliar with UPnP, Appendix C provides an overview of the key terms and operation of UPnP. It has been summarized from the “Understanding Universal Plug and Play” white paper [21]. However, for a complete understanding of this proposal, the best resource is the “Universal Plug and Play Device Architecture” [22], which should be read before continuing.

2 Overview of SPnP
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This section will highlight the differences between SPnP and UPnP. It is intended to provide a starting point for discussions on how straightforward modifications to UPnP can support the requirements of the ACS and public wide-area network management in general. 

2.1 Elements of SPnP

2.1.1 Devices

A B-NT is the SPnP equivalent of a UPnP ‘root device’. Definition of nested devices and services is part of the vendor specification of the device and its capabilities and would follow UPnP standards.

Note that it is possible, in fact likely, that a B-NT will have both an SPnP interface on the WAN side and a standard UPnP interface on the LAN side. In these configurations, the SPnP initialization, including full device configuration, would complete before the local UPnP interface were enabled so that the device would know what services to advertise. The local UPnP management capabilities would probably be restricted, as the provider would want to limit ways in which a configuration could be modified directly by local control points. 

Other WAN devices could be managed by an SPnP control point, but this is outside the scope of this document.

2.1.2 Services

Services are defined as in UPnP. Wherever possible, the UPnP Forum service definitions would be used, with DSL Forum and vendor extensions where necessary to meet the additional requirements of SPnP.

2.1.3 Control Points

The ACS is one type of control point in an SPnP network. There must be at least one ACS for automatic service configuration; however there may be more to support the requirement for multiple, separate service providers. The standard UPnP architecture provides support for multiple control points, each managing a different set of services. How service selection is handled and how conflict resolution for overlapping configurations is managed are complex issues that are outside the scope of this document.  

Additional SPnP non-ACS control points could be added for other management functions, including fault, performance, accounting, etc. This is also outside of the scope of this document, except to note that the UPnP architecture will support all FCAPS management functions, potentially minimizing the number of management protocols required in a device.

2.2 Networking Media for SPnP

SPnP, like UPnP, leverages the standard IP protocol suite to remain network media agnostic. Devices on an SPnP network can be connected using any communications media. SPnP uses open, standard protocols such as TCP/IP, HTTP and XML. However, other technologies may be used to network devices together for many reasons, including cost, technology requirements, or legacy support, including ATM, Frame Relay, etc. These too can participate in the SPnP network through an SPnP bridge or proxy. 

2.3 Protocols Used by SPnP
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SPnP uses a subset of the UPnP protocol set. As the Provisioning section notes, for security and scaling, SPnP does not use multicast and will therefore not require HTTPMU or multicast SSDP. 

2.4 Steps Involved in SPnP Networking
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2.4.1 Addressing

Whereas addressing is done via DHCP or Auto IP in UPnP, addressing would be handled by procedures in WT-059 [24], using either IPCP or DHCP.  Therefore, unlike UPnP, SPnP does not require DHCP (as IPCP may be used to get an address) and Auto IP is not allowed. 

2.4.2 Provisioning
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The SPnP Provisioning Step


There is no Discovery step in SPnP. Instead, a Provisioning step is defined to support the automatic service configuration process. Because the service provider is responsible for maintaining the advanced, service-specific configuration, the B-NT needs to learn is its ACS control point in order to retrieve its full configuration. This would be done using one of the following mechanisms:

a. Devices will learn about the ACS control point using DNS (ala cable modems) with a fixed name like ‘ACS-ControlPoint.local’. This would be resolved by the selected service provider’s DNS server to the list of primary and backup ACSs in the network. This is consistent with WT-059 as it will work with either a DHCP or IPCP supplied DNS address. It does, however, require a DNS client in all B-NTs that need ACS support. 

b. Alternately, devices could use a DHCP option to specify the list of primary and backup ACS control points to the B-NT. This is also consistent with WT-059, although there is a requirement for DHCP even when using IPCP. One shortcoming of this approach is that it would probably require an extension to DHCP to support a new option for the ACS address list (or overload the use of an existing option). 

The B-NT will then announce itself to the ACS control point. With potentially hundreds of thousands or millions of devices in the network, advertisement of all nested devices and services being provided by a device (as in standard UPnP) would generate unacceptable traffic, so only the root device will advertise. (A limited set of root-device discovery:search:response style messages will be sent as if an M-SEARCH had been received.) Additionally, the ACS will be auto-subscribed to the ACS-specific service events, and an ‘initial event’ NOTIFY message will be sent (as if a SUBSCRIPTION had been received from the ACS). As a result of this, the ACS control point will be able to fully support the auto-configuration process. 
In the next step of the provisioning process, an HTTP GET will be issued to a pre-defined URL on the ACS. The URL would include arguments containing the information necessary to uniquely identify the B-NT to the ACS. The configuration will be returned as an XML file. Structure of this file must be defined, but should be based on the service template definitions. The default action, unless otherwise specified, would be to replace the existing configuration completely with the new one. Support for partial updates could also be provided, which would require the ability to delete a partial service configuration, add a new partial service configuration, and modify and existing partial service configuration.

Using the GET method for configuration updates will mean that standard web servers can be used with the inherent scalability, security, platform independence, and relatively low cost they provide. This method also ensures configuration integrity as the update is processed as a single, reliable transaction. 

On completion of the configuration, an event indicating success or failure would be generated. These events would be delivered reliably using GENA over TCP/IP (hence the reason for auto-subscription). If the configuration process results in errors or anomalies, the ACS could retrieve the error log to view the specific details. To do this, the ACS will need to retrieve the device description, follow on with the ACS-specific service description, extract the control URL, and from there issue an action to retrieve the error log.
There are potential optimizations of this process in the cases where the B-NT maintains a local copy of the configuration. The local copy would automatically be used if it is present. When the ‘configuration complete’ event is generated, it would include the current version of the configuration. The ACS would compare this against the expected version, and if there were a mismatch, would invoke a ‘reconfigure’ action with the B-NT. This would minimize the interaction between the B-NT and ACS during normal start-up, but would still allow the ACS to force a re-configuration if it detects an inconsistency.

All other control points in the network will be explicitly configured as part of this process (and not discovered). So, for example, if there were a performance management system that is part of the service, configuration commands would identify it as a valid control point to the device.

Additional management of the device by the ACS can be accomplished through normal UPnP functions after auto-configuration is complete by retrieving the device description and the necessary service descriptions.
2.4.3 Description

SPnP would use the standard description mechanisms of UPnP. 

2.4.4 Control

SPnP would use the standard control mechanisms of UPnP.

2.4.5 Eventing

There are a number of issues with eventing in public networks as opposed to private networks, related to both scaling and bandwidth requirements. UPnP currently requires that all control points that have subscribed to a service will receive all events from that service. SPnP would need a mechanism to support the configuration of event forwarding discriminators, which would allow event filtering on a per-service, per-control point basis.

This could be accomplished in a way that still conforms to the requirements of UPnP by leaving the eventing step unchanged and adding SPnP-specific service control actions to manage the event forwarding discriminators. As far as the standard UPnP eventing service is concerned, no changes to the interface are made, although in fact filtering is being done and support in the implementation would be required (though this may simply be a semantic argument).

To further simplify the management of SPnP networks, an optional action to support auto-subscription could also be provided. This would enable control points to be registered for event notification without explicit subscription. Whether or not lease times would be used is unclear at this point.

The SPnP-specific service will define the control actions to auto-subscribe and to manage (create, modify, delete, and view) event forwarding discriminators.
2.4.6 Presentation

SPnP would use the standard presentation mechanisms of UPnP. For security, access by browsers would have to be carefully controlled. Browser sessions would need to include security mechanisms such as multi-level logins and certificates. 

2.5 Device Services to Support ACS Auto-Configuration

A key part of SPnP is the specification and standardization of the services necessary to implement the ACS elements of procedure. In addition to the support of the SPnP protocols, support of these services will be required for a conformant device. This section will discuss the key functional areas that must be addressed by these services. Note again, this is not intended to be an exhaustive list but simply a starting point for discussion.

2.5.1 ACS Configuration Service

An SPnP device must support an ACS Configuration Service. This service will contain the actions and state variables necessary to perform all of the automatic service configuration management functions. 

2.5.2 Configuration Control

The ACS Configuration Service definition must include a ‘Reconfigure’ action to request a device configuration update from the ACS control point, providing the ability for the ACS to initiate the auto-configuration process. 

There would also be a requirement to support device or service ‘Re-initialization’ which would have the effect of re-loading the B-NT.

‘Configuration Pre-Validation’ as proposed by WT-064 [26] is supported by default using the service descriptions of the device. These would be retrieved and reviewed to determine the device capabilities.

‘Configuration Verification’ as proposed by WT-064 [26] would be supported by invoking a ‘Get Configuration’ action and comparing the returned configuration to the locally stored version in the ACS.

Outside of the scope of this document, but important in the long-term solution, will be the specification of how overlapping service requirements (e.g. changes to the IP static routing table by two different services) are handled. 

Note that the mechanism proposed for configuration updates could be used equally for software and/or firmware updates, though that is also outside the scope of this document.
2.5.3 Control Point Definition

As part of the device configuration, the knowledge of all additional control points would be provided in the ‘ACS Configuration Service’ configuration section. Configuration of static control points will provide a secure mechanism for identifying control points other than the ACS. This would be required for non-configuration management applications such as fault and performance management. There would be actions to add, delete and view control points. When a control point is added, a limited set of root-device discovery:search:response style messages would automatically be generated to ‘advertise’ the device (as if an M-SEARCH had been received from that control point in standard UPnP). 

2.5.4 Event Forwarding Discriminator Definition

Configuration of event forwarding discriminators (EFD) would allow a control point to specify explicitly which events it will receive for a given service. The service description would provide information about the complete set of events that the service can deliver, and the control point would then optionally specify the subset that it is interested in by configuring one or more EFDs. By default, all events would be delivered when a control point subscribes to a service, consistent with UPnP. It is expected that the EFDs would be configured before subscription. Actions would be required to add, delete and view EFDs, with attributes to specify the service and event(s) of interest.

2.5.5 Subscription Definition

Configuration of automatic subscriptions would provide a mechanism for auto-registering control points for eventing from specified services. There would be actions to add, delete and view auto-subscriptions. This would include the service, a callback URL and a subscription timeout. When a subscription is added, an initial event message would be delivered to the control point as if a SUBSCRIBE message had been sent.

2.5.6 Enable/Disable Presentation

For security, the presentation interface should be disabled by default, and only enabled when needed. Control actions to enable and disable the presentation web would allow a valid control point to enable access only when needed and only by authorized users.

2.6 SPnP Auto-Configuration Procedure

This section covers the basic steps an SPnP B-NT device and ACS control point would go through to support automatic service (re)configuration.

2.6.1 SPnP Device (B-NT) Service Layer Configuration

· Configuration up to layer 2.5 is done via TR-037.

· The B-NT gets an IP address from DHCP or IPCP following WT-059.

· B-NT learns of its ACS through either DHCP or DNS.

· The B-NT announces itself to the ACS with a ‘discovery:search:response’ style message and an ‘initial event’ notification.

· B-NT, if unconfigured, issues an HTTP GET to the predefined ACS configuration URL for its initial configuration. A unique, device-specific identifier is included to allow the ACS to locate the correct device configuration. 

· As part of the processing of the overall configuration, the ‘ACS Configuration Service’ configuration will define the other valid control points that will manage the device. This will result in 1) a set of ‘discovery:search:response’ style messages for the root device to be sent to the control points and 2) optionally, one or more ‘initial events’ indicating successful subscription(s).

· When the B-NT has finished processing the configuration file, a ‘configuration complete’ event will be generated indicating the success, anomalies or failure of the operation.

· Ongoing management will be handled as with UPnP, including description, control, eventing, and presentation.

2.6.2 SPnP ACS Control Point

· The ACS is pre-loaded with device-specific configuration data through flow-through or other mechanisms.

· The ACS receives root device (B-NT) advertisements and initial events indicating the presence of a newly initialized device in the network. 

· The ACS receives a GET request on the configuration URL with information identifying the specific B-NT. This is used to return the proper configuration to the B-NT. 

· Status of the configuration process is reported to the ACS through GENA events.

· The ACS may initiate an update in a device by invoking the ‘Reconfigure’ action in the ‘ACS Configuration Service’.

· The ACS may validate the configuration of a device at any time by invoking the ‘Get Configuration’ action and comparing with the ACS version of the configuration.

· The ACS may learn the capabilities of a device at any time by retrieving the device description and the relevant service descriptions through standard UPnP mechanisms.

· Ongoing management will be handled as with UPnP, including description, control, eventing, and presentation.

2.7 Summary of Differences Between UPnP and SPnP

2.7.1 Divergence from the UPnP Standard

· SPnP will use WT-059 recommendations for the ‘Addressing’ step, including IPCP and DHCP. Auto IP is not allowed. 
· SPnP does not support the ‘Discovery’ step, and does not use multicast discovery and advertisement of devices, services, and control points. 
· In place of ‘Discovery’, a ‘Provisioning’ step is used. In this step, the B-NT will ‘learn’ its primary and backup ACSs through standard services such as DNS or DHCP. 
· Upon learning its ACS, a limited set of root device advertisements and an ACS-Configuration-Service ‘initial event’ will be generated notifying the ACS that the device is active.

· The uninitialized (or re-initializing) device will then request an XML-based configuration file using HTTP(S) GET. 
· SPnP will support event filtering to control notification traffic into a network. 
· The ACS Configuration Service will support the static definition of valid control points, event discriminators and subscriptions for eventing. Only control points configured in this way will be allowed to access the device SPnP management interface. This will help secure remote management even if SSL were not used. 
2.7.2 Additions to UPnP within the Standard

· SPnP devices will support the ‘ACS Configuration Service’, which will define a set of control actions and state variables required to support automatic service configuration.
· The ‘ACS Configuration Service’ will provide support for forcing device re-configuration, uploading the current configuration of the device, forcing a device restart, uploading the device error log, and other relevant actions. 
3 Security and SPnP

It is clear that management security is a fundamentally important issue to be addressed for automated service configuration to succeed. The damage that would result from a compromised remote configuration service in a network would be immense. There are many different ways the management plane can be secured, including out-of-band management which isolates the management network from the data network, but the cost of provisioning separate circuits for this purpose makes is prohibitive for most services. SPnP provides a security model which can support both basic and comprehensive security. The basic model may be appropriate for private networks; the fully secured model will likely be required in any network where public access is available.

Basic Security

As has already been discussed, SPnP will not use the multicast discovery and advertisement services of UPnP. Control points will be statically configured (that is, defined as the result of the device configuration and not ‘learned’) in the device. Discovery of the primary ACS will be handled through DNS or DHCP. The downloaded configuration will then explicitly identify what control points are allowed to manage the device. It is expected that the ‘presentation’ web will have multiple levels of password protection, and that access can be explicitly enabled and disabled through either the local interface or through ACS control point actions.

Comprehensive Security

All critical management functions can be optionally secured using SSL, providing both authentication and encryption of management data.

The following excerpts are from “Using LDAP for Advanced Service Provisioning”, DSL Forum contribution 2001-0297 by Randy Turner. His discussion of security using SSL is excellent and applies equally to UPnP/SPnP. 

“[SPnP] . . . security is based upon Secure Sockets Layer (SSL), and provides both robust authentication, as well as confidentiality through a number of crypto algorithms, mainly 3DES. 

The advantages of SSL and public key certificate usage go well beyond just network management, and would provide a unifying way to secure access to the B-NT. The service provider(s) would only have to support one way to securely access a population of broadband devices. SSL, digitally signing content such as firmware updates, configuration files, and signing of other internet-based content could utilize the same security credentials for all accesses. The IETF has designed a protocol called SASL (Simple Authentication and Security Layer) that has been adopted by a number of application protocols as a way of adding very robust security mechanisms in an extensible way. The primary usage of this mechanism is to allow the automatic “in-band” upgrade of a TCP connection to higher grades of security, primarily SSL. “In-band” means that you no longer have to create a separate TCP port number on which to deploy the “secure” version of a particular protocol (like HTTPS  over port 443). Most of the standard protocols that have evolved within the IETF have corresponding SASL mapping documents, including FTP, SMTP, LDAP, IMAP, POP, etc.”

4  Benefits

In researching the various ways to do service configuration using web technologies such as XML and HTTP, UPnP was an obvious starting point as it has many of the same goals, including automation and ease of use, that drive the DSL Forum work. The critical question was how applicable a technology designed for ad-hoc or unmanaged networks would be for the large-scale, wide area public networks which will be built using DSL. After evaluating its capabilities, it is clear that there is significant value in UPnP with the limited modifications proposed to support SPnP and our automatic service configuration requirements. The following section highlights the most important of the advantages:

· Standards-based 

UPnP has the same goal as the DSL Forum – to use industry standards wherever possible – and makes use of TCP/IP, XML, HTTP, SOAP, and GENA. These are all either standards or are substantially through the standards bodies.

· Uses protocols which are receiving significant industry attention

UPnP is based on the most recent industry initiatives. Because of this, there is significant work being done to ensure these protocols keep pace with the changes in technology and market requirements. SPnP will directly benefit from this.

· Uses HTTP which is already in many vendors products

An important consideration for vendors is the amount of new development that has to be done to implement ACS support. With HTTP at the core of the UPnP standard, most organizations will already have the expertise necessary to provide rapid implementations of SPnP.

· Common implementation for SPnP and for UPnP

Even more significant perhaps than the use of HTTP, is that UPnP itself is gaining widespread acceptance. Many vendors have announced or are already making available UPnP support in their products. Toolkits are available with UPnP stacks. This will substantially simplify the process of implementing SPnP and substantially reduce the development and support costs to offer both solutions in a device.

· UPnP forum has already done much of the basic data modeling

The UPnP Forum is far ahead of the DSL Forum in standardizing service schema. This work can be leveraged to speed our own service definitions, which may in many cases be already done by them. This, in turn, will lead to more rapid availability and quicker deployment of the DSL Forum recommendations. A standard set of schema for an Internet Gateway device is currently out for the equivalent of straw ballot. Even if we don’t use it all, or have to extend it for our own additional requirements, it gives us a huge leg up on the process and does it in a way that applies to both SPnP and UPnP.

· Single solution for all management requirements, not just provisioning

While it will ultimately be the service provider who selects the protocols and technologies for other management functions, the fact the UPnP provides support for all FCAPS management requirements makes it ideal as a long term, single solution for network management of devices which participate in both local and wide area networks.

· Uses web server technology

Of all the recent technologies that have been developed, none is better suited to network management than the web, which provides platform independence, wide vendor choice, proven scalability and security, and robustness for the ACS.

· Uses the most widely deployed security mechanisms available with SSL

Much has already been written about the importance of using SSL for security. It is clearly the mechanism of choice for web-based security and has the advantages of a large development base to ensure it continues to grow and adapt to new requirements. Because it is used by so many applications, enhancements are sure to come more rapidly and more economically than with any other strategy, and because it is so widely used, it means that a single administrative model for security can be put in place in a network to address the range of security requirements, not just management.

· The work done for configuration management could apply equally to image and firmware management with minimal additions to the model, solving another important management problem.

While the DSL Forum work on image management has languished over the last few meetings, its importance has not diminished. SPnP provides an ideal environment for this solution, and would require relatively little additional effort to complete.

· Is designed with extensibility

The nature of the protocols involved, with a focus on XML, ensures that extensibility and vendor differentiation are fundamental parts of the architecture.

· Support for SPnP makes integration into ACS and other provider management systems significantly easier.

By embedding the management application into the device itself, as SPnP does with its ‘presentation’ step, central management applications can manage products from diverse vendors and with diverse capabilities without complex and problematic local application installation and maintenance, removing a huge burden from the provider.

· Though clearly focused on IP-enabled devices, can be deployed using any transport by using SPnP bridges or proxies.

Strategies are in place to support legacy and other non-IP-based networks where required, although it is clear that the bulk of new services will naturally be IP-based.

· SPnP v. SNMP

The major advantage of SPnP over SNMP is that SPnP uses SSL, a significantly better security solution than exists in SNMP – it will be a very hard sell to get most service providers to support both SSL (which they will need for all of the web applications) and SNMPv3 security with completely different administrative models. The trend for many vendors is to move toward web-based management, and do the minimal support for SNMP required. XML/HTTP protocols have far more momentum behind their development, and are continuing to evolve much more rapidly than SNMP. Both support all management functions, but it is not clear how SNMP would solve the problems of image management. There are also many arguments that suggest it is difficult for SNMP to scale easily to the numbers we are discussing - HTTP and web technology, on the other hand, have deployments today that support tens of millions of requests a day, in proven real-world environments.
· SPnP v. LDAP

The single most important advantage of SPnP over LDAP is that it supports the full FCAPS management capabilities. LDAP was not designed to handle things like fault and performance management. A solution that can easily grow to support the full management arena is far more desirable than one that focuses solely on configuration management. As with SNMP, LDAP doesn't have anywhere near the same real-world deployment of very large-scale environments, and from a cost standpoint is significantly more expensive.
In any comparison of the technologies, a key question is whether or not vendors will be implementing UPnP as a standard part of their products. If the answer is ‘yes’, the SPnP solution is extremely attractive as it eliminates a huge amount of duplicate development and ongoing maintenance - a single effort will produce what is needed for both once the two core engines are complete, and the core engines themselves will be largely the same. This provides enormous cost-savings in devlopment, maintenance, documentation, and training to vendors who will need to evolve both their LAN and WAN-based management solutions over time.

5 Outstanding Issues

The following is a preliminary list of issues that are outstanding at the time of writing.

1. In order to use the unicast device advertisements of UPnP is a reasonable way, what is the minimum number and type of advertisements that must be sent at provisioning time?

2. Do we need a unicast ‘byebye’ equivalent?

3. Do lease times make sense in this environment?

4. How will the device be uniquely identified so that the ACS will deliver the proper configuration?

5. How does the device know whether or not to use SSL?

6. What is the exact format of the XML configuration file?

7. Is there any roll for multicast HTTPMU/SSDP in SPnP?

8. Will changes to the UPnP Architecture be required to accommodate SPnP?

6 Glossary and Acronyms

ACS
Automatic Configuration Server

ARP
Address Resolution Protocol
 B-NT
        Broadband Network termination

DHCP
Dynamic Host Configuration Protocol
DNS
Domain Name System
FXPP
Flexible XML Processing Profile
GENA
General Event Notification Architecture
HTML
HyperText Markup Language
HTTPMU
HTTP Multicast over UDP
HTTPU
HTTP (unicast) over UDP
 NSP
        Network service provider

 PPP
        Point-to-Point Protocol

SOAP
Simple Object Access Protocol
SPnP
Secure Plug and Play for Wide Area Networks
SSDP
Simple Service Discovery Protocol
UPC
Universal Product Code
UPnP
Universal Plug and Play
URI
Uniform Resource Identifier
URL
Uniform Resource Locator
URN
Uniform Resource Name

USN
Unique Service Name
UUID
Universally Unique Identifier
 WAN
       Wide area network.

XML
Extensible Markup Language
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Appendix B Support for Requirements of WT-060

The SPnP solution meets all of the requirements set forth in the “Auto-Configuration Architecture and Framework” document [25]. A brief summary of those requirements is listed below.

[Requirement 1]: Minimize customer interaction and truck rolls

This specification enables completely automated service configuration.

[Requirement 2]: Arbitrary NAP/Multiple NSP/Customer relationships

SPnP, like UPnP, supports multiple, discrete control points, enabling the necessary separation of services for these arbitrary relationships. Note however, that there are many complex issues associated with the implications of this that must be addressed but are outside the scope of this document.

[Requirement 3]: NAP/NSP/CPN management must be independent

SPnP provides the ability to have multiple, independent control points. As these control points operate at the IP layer, independence from the NAP and between NSPs can be achieved. Customer premise network management, if required, would be addressed by standard UPnP.

[Requirement 4]: Multiple services 

SPnP, like UPnP, allows any control point to manage one or more services. Note however, as pointed out previously, that in the case of services being managed by different control points, there are many complex issues that must be addressed but are outside the scope of this document.
[Requirement 5]: Must support more than ADSL DMT and ATM

SPnP maintains the media independence of UPnP as it operates at the IP layer and is therefore independent of the underlying transmission/transport media.

[Requirement 6]: Should work in existing networks, regulatory environments

SPnP operates at the IP layer and should therefore operate transparently in existing networks and be able to work within the constraints of the regulatory environments.
[Requirement 7]: Support non-disruptive incremental service provisioning

SPnP can support delivery of partial configurations. Using service control actions, incremental updates can be applied. It is largely up to the implementation of the device, however, as to whether or not (or to what degree) incremental service provisioning is supported.

[Requirement 8]: Allow incremental deployment/upgrade of autoconfig framework

There is nothing in the recommendation that would preclude an incremental deployment or upgrade of the framework. The ACS-Configuration Service would be versioned through the schema to allow identification of different versions of the framework.

[Requirement 9]: Must support multiple transparent NSP configuration channels

There is nothing in the recommendation that would preclude support for multiple, transparent NSP configuration channels. However, there are many issues associated with the support of multiple NSPs beyond SPnP that must be resolved before a working solution can be properly defined. These issues are outside the scope of this document. 
[Requirement 10]: Security – Risk Assessment and Implications

Discussed in Section 3.

[Requirement 11]: Use other existing standards wherever possible

SPnP is based on UPnP which itself makes use of standards (or proposed standards) for its definition. This contribution proposes as few changes to standard UPnP as possible to achieve its goals.

[Requirement 12]: Must support initial service provisioning as well as refresh and reconfiguration of services

Supported. See Section 2.5.2.

[Requirement 13]: “Connection” vs. “Service” and use of TR-37

SPnP uses TR-037 for transport configuration, and uses WT-059 for IP address and DNS assignment.

[Requirement 14]: Doesn’t preclude bulk provisioning

The recommendation does not preclude, and if fact assumes that bulk provisioning will be an important part of the ACS implementation.

SPnP and FCAPS

An important part of the value of SPnP is not just in the way it supports today’s requirement for Automatic Service Configuration, but also its support for the standard management functions traditionally segmented as FCAPS – fault, configuration, accounting, performance, and security – which will be required for any long term management solution. This section will provide a summary of the ways in which SPnP supports FCAPS to highlight its many strengths beyond configuration and provisioning.

Fault Management

Fault management is supported in the following ways:

1. The Eventing step, using GENA, defines a publish and subscribe event model. This establishes an OSI-like model for event services, and allows events to be generated as XML messages. This is the equivalent of SNMP traps. GENA allows both reliable (TCP) and unreliable (UDP) delivery of events. 

2. Using schema defined by the UPnP forum (with optional SPnP and vendor extensions) and the capabilities of the Control step, remote trouble-shooting procedures can be invoked through scripting or other automatic interfaces. This interface uses SOAP, an RPC (remote procedure call) mechanism providing the ability to invoke actions remotely and get responses back over a reliable connection.  This is done in traditional management systems through telnet scripts and other hand-crafted solutions, or through more complex APIs like CORBA.

3. Using the Presentation interface based on HTTP, a remote operator can have access to a management web to perform any required interactive remote activity, including diagnostics, performance monitoring, status review, reconfiguration, and other fault management services. This capability is loosely specified in UPnP, allowing vendors to build any level of support deemed useful into their products.

Configuration Management

Configuration management is supported in the following ways:

1. A key aspect of SPnP is the Provisioning step, designed to support the automatic configuration of the device at initialization, and with features to allow network initiated reconfiguration and re-initialization. This step involves a device request for its XML configuration file using an HTTP GET request to the configuration manager.

2. The Control step allows a management system to perform automated or scripted online and partial configuration updates through service-specific actions using SOAP. Note that the Configuration Manager requires a fair bit of sophistication to understand how to apply configuration deltas appropriately.

3. The Presentation step provides support for interactive configuration using the local web interface and HTTP. While not mandatory, this is part of the value-add a vendor would typically supply with this interface.

Accounting

Accounting can be supported in a number of ways. Typically, a customer located device would not be responsible for billing or usage data; however, with the new types of integrated voice services, it may become a requirement in the longer term. Several SPnP services would be used depending upon the nature of the accounting requirement.

1. The Eventing step would be used to generate notifications indicating the accounting log was nearly full, directing the manager to retrieve the accounting data. 

2. The Control step could be used by the manager to retrieve the accounting log contents.

3. Alternately, the device could issue an HTTP POST request with the accounting data when the log has reached its capacity.

It may still be necessary to use accounting services such as RADIUS to integrate into existing provider environments.

Performance Management

Performance management is supported in the following ways:

1. Performance or trending data can be collected locally by the device and periodically sent to the manager. This could be done using a similar mechanism to the accounting process, issuing a POST to deliver the unsolicited data, or an event could be generated telling the manager to retrieve the data. The manager would then invoke a control action to get the performance data.

2. The Eventing step would be used to generate notifications when specific performance thresholds or error counts were reached. This would require services in the device to monitor specified performance metrics and measure activity against the configured thresholds.

Security

Security in the management interface is supported in the provisioning step by statically configuring the valid control points (managers), limiting the sources for management requests. Where higher levels of security are required (as would be typical these days), all management traffic would be transported over SSL using HTTPS. Security in the application plane would typically be handled through mechanisms such as IPSEC, firewalls, and NAT; in these cases securing the management plane for FCAPS would be critical.

Note that with all of these capabilities, XML and HTTP are at the core of the processes. This is a web-based solution, and as such can leverage the enormous product development resources applied to web technologies, providing not only low-cost, high feature web servers, but also the best and latest in critical supporting technologies such as security. 

Overview of UPnP

For those unfamiliar with UPnP, this section will provide a brief overview of the key terms and operation of UPnP. It has been summarized from the “Understanding Universal Plug and Play” white paper [21]. However, for a complete understanding of this proposal, the best resource is the “Universal Plug and Play Device Architecture” [22], which should be read before continuing.

Elements of UPnP

Devices

A UPnP device is a container of services and nested devices. The UPnP Forum has grouped devices into categories. Different categories of UPnP devices are associated with different sets of services and embedded devices. Consequently, different working groups will standardize on the set of services that a particular device type will provide. All of this information is captured in an XML device description document that the device must host. In addition to the set of services, the device description also lists the properties (such as device name and icons) associated with the device.

Services 

The smallest unit of control in a UPnP network is a service. A service exposes actions and models its state with state variables. Similar to the device description, this information is part of an XML service description standardized by the UPnP forum. A pointer (URL) to these service descriptions is contained within the device description document. Devices may contain multiple services.

A service in a UPnP device consists of a state table, a control server and an event server. The state table models the state of the service through state variables and updates them when the state changes. The control server receives action requests, executes them, updates the state table and returns responses. The event server publishes events to interested subscribers anytime the state of the service changes. 

Control Points

A control point in a UPnP network is a controller capable of discovering and controlling other devices. After discovery, a control point could:

· Retrieve the device description and get a list of associated services.

· Retrieve service descriptions for interesting services.

· Invoke actions to control the service.

· Subscribe to the service’s event source. Anytime the state of the service changes, the event server will send an event to the control point.

It is expected that devices will incorporate control point functionality (and vice-versa) to enable true peer-to-peer networking.

Networking Media for UPnP

UPnP leverages the standard IP protocol suite to remain network media agnostic. Devices on a UPnP network can be connected using any communications media including Radio Frequency (RF, wireless), phone line, power line, IrDA, Ethernet, and IEEE 1394. UPnP uses open, standard protocols such as TCP/IP, HTTP and XML. However, other technologies could be used to network devices together for many reasons, including cost, technology requirements, or legacy support. These include networking technologies like HAVi, CeBus, LonWorks, EIB, or X10. These too can participate in the UPnP network through a UPnP bridge or proxy. 

Protocols Used by UPnP

The main protocols used to implement UPnP are summarized in the rest of this section.
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UPnP Specific Protocols

UPnP vendors, UPnP Forum Working Committees and the UPnP Device Architecture document [22] define the highest layer protocols used to implement UPnP. Based on the device architecture, the working committees define information global to specific device types. Subsequently, UPnP Device Vendors define the data specific to their devices such as the model name, URL, etc.

SSDP

Simple Service Discovery Protocol (SSDP) [19], as the name implies, defines how network services can be discovered on the network. SSDP is built on HTTPU and HTTPMU and defines methods both for a control point to locate resources of interest on the network, and for devices to announce their availability on the network. By defining the use of both search requests and presence announcements, SSDP eliminates the overhead that would be necessary if only one of these mechanisms is used. As a result, every control point on the network has complete information on network state while keeping network traffic low.

Both control points and devices use SSDP. A UPnP control point, upon booting up, can send an SSDP search request (over HTTPMU), to discover devices and services that are available on the network. The control point can refine the search to find only devices of a particular type, particular services or even a particular device.

UPnP devices listen to the multicast port. Upon receiving a search request, the device examines the search criteria to determine if they match. If a match is found, a unicast SSDP (over HTTPU) response is sent to the control point. Similarly, a device, upon being plugged into the network, will send out multiple SSDP presence announcements advertising the services it supports.

Both presence announcements and unicast device response messages contain a pointer to the location of the device description document, which has information on the set of properties and services supported by the device.

In addition to the discovery capabilities provided, SSDP also provides a way for a device and associated service(s) to gracefully leave the network (bye-bye notification) and includes cache timeouts to purge stale information for self healing.

GENA

Generic Event Notification Architecture (GENA) [5] was defined to provide the ability to send and receive notifications using HTTP over TCP/IP and multicast UDP. GENA also defines the concepts of subscribers and publishers of notifications to enable events.

GENA formats are used in UPnP to create the presence announcements to be sent using Simple Service Discovery Protocol (SSDP) and to provide the ability to signal changes in service state for UPnP eventing. A control point interested in receiving event notifications will subscribe to an event source by sending a request that includes the service of interest, a location to send the events to and a subscription time for the event notification. The subscription must be renewed periodically to continue to receive notifications, and can also be canceled using GENA.

SOAP

Simple Object Access Protocol (SOAP) [18] defines the use of XML and HTTP to execute remote procedure calls. It is becoming the standard for RPC based communication over the Internet. By making use of the Internet’s existing infrastructure, it can work effectively with firewalls and proxies. SOAP can also make use of Secure Sockets Layer (SSL) for security and use HTTP’s connection management facilities, thereby making distributed communication over the Internet as easy as accessing web pages. 

Much like a remote procedure call, UPnP uses SOAP to deliver control messages to devices and return results or errors back to control points. Each UPnP control request is a SOAP message that contains the action to invoke along with a set of parameters. The response is a soap message as well and contains the status, return value and any return parameters.

XML

Extensible Markup Language (XML) [27], to use the W3C definition, is the universal format for structured data on the Web. Put another way, XML is a way to place nearly any kind of structured data into a text file. XML is a core part of UPnP used in device and service descriptions, control messages and eventing.

HTTP, HTTPU, and HTTPMU

TCP/IP provides the base protocol stack to provide network connectivity between UPnP devices. HTTP [9], which is hugely responsible for the success of the Internet, is also a core part of UPnP. All aspects of UPnP build on top of HTTP or its variants. 

HTTPU (and HTTPMU) [8] are variants of HTTP defined to deliver messages on top of UDP/IP instead of TCP/IP. These protocols are used by SSDP. The basic message formats used by these protocols adheres with that of HTTP and is required both for multicast communication and when message delivery does not require the overhead associated with reliability. 

TCP/IP

The TCP/IP networking protocol stack serves as the base on which the rest of the UPnP protocols are built. By using the standard, prevalent TCP/IP protocol suite, UPnP leverages the protocol’s ability to span different physical media and ensures multiple vendor interoperability. 

UPnP devices can use many of the protocols in the TCP/IP stack including TCP, UDP, IGMP, ARP and IP as well as TCP/IP services such as DHCP and DNS. Since TCP/IP is one of the most ubiquitous networking protocols, locating or creating an implementation for a UPnP device that is tuned for footprint and/or performance is relatively easy.

Steps Involved in UPnP Networking
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The following section describes the six steps required for UPnP networking.

Addressing

The foundation for UPnP networking is the TCP/IP protocol suite and the key to this suite is addressing. Each device must have a Dynamic Host Configuration Protocol (DHCP) client and search for a DHCP server when the device is first connected to the network. If a DHCP server is available, the device must use the IP address assigned to it. If no DHCP server is available, the device must use Auto IP to get an address. 

Discovery

Once devices are attached to the network and addressed appropriately, discovery can take place. Discovery is handled by the SSDP. When a device is added to the network, SSDP allows that device to advertise its services to control points on the network. When a control point is added to the network, SSDP allows that control point to search for devices of interest on the network. 

The fundamental exchange in both cases is a discovery message containing a few, essential specifics about the device or one of its services, for example its type, identifier, and a pointer to its XML device description document. 

Description

The next step in UPnP networking is description. After a control point has discovered a device, the control point still knows very little about the device. For the control point to learn more about the device and its capabilities, or to interact with the device, the control point must retrieve the device's description from the URL provided by the device in the discovery message. 

Devices may contain other, logical devices and services. The UPnP description for a device is expressed in XML and includes vendor-specific, manufacturer information including the model name and number, serial number, manufacturer name, URLs to vendor-specific Web sites, and so forth. The description also includes a list of any embedded devices or services, as well as URLs for control, eventing, and presentation.

Control

After a control point has retrieved a description of the device, the control point has the essentials for device control. To learn more about the service, a control point must retrieve a detailed UPnP description for each service. The description for a service is also expressed in XML and includes a list of the commands, or actions, the service responds to, and parameters or arguments, for each action. The description for a service also includes a list of variables; these variables model the state of the service at run time, and are described in terms of their data type, range, and event characteristics. 

To control a device, a control point sends an action request to a device's service. To do this, a control point sends a suitable control message to the control URL for the service (provided in the device description). Control messages are also expressed in XML using SOAP. In response to the control message, the service returns action specific values or fault codes.

Eventing

A UPnP description for a service includes a list of actions the service responds to and a list of variables that model the state of the service at run time. The service publishes updates when these variables change, and a control point may subscribe to receive this information. 

The service publishes updates by sending event messages. Event messages contain the names of one of more state variables and the current value of those variables. These messages are also expressed in XML and formatted using GENA. 

A special initial event message is sent when a control point first subscribes; this event message contains the names and values for all evented variables and allows the subscriber to initialize its model of the state of the service. 

To support multiple control points, all subscribers are sent all event messages, subscribers receive event messages for all evented variables, and event messages are sent no matter why the state variable changed (in response to an action request or due to a state change). 

Presentation

If a device has a URL for presentation, then the control point can retrieve a page from this URL, load the page into a browser, and depending on the capabilities of the page, allow a user to control the device and/or view device status. The degree to which each of these can be accomplished depends on the specific capabilities of the presentation page and device. 

Back to discussion
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